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Paris Agreement: 1.5°C

Objective in 2019: reducing global greenhouse gas emissions by 8% each year
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ICT energy consumption

ICT energy consumption grows by ~9% each year.
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My scientific context

• Energy consumption
• Large-scale distributed sytems
• Computing and networking parts
• Use phase

Started with Grid computing some years ago…
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Energy efficiency: business as usual?
Computing faster? Computing slower? 
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Computing faster? Computing slower? 

Temperature matters.

Energy efficiency: business as usual?
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How to measure energy efficiency in DCs?

PUE: Power usage effectiveness

PUE= Total Facility Power
IT Equipment Power

“Green Grid Data Center Power Efficiency Metrics: 
PUE and DCIE”, Green Grid White Paper, 2008.
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Wrong idea #1
Idle server consumes nothing or little.

Pidle

Nova node: 2 x Intel Xeon E5-2620 v4, 8 cores/CPU, 64 GiB RAM, 598 GB HDD (2016)
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Wrong idea #2
This server model consumes that amount of power.

10% difference in idle and more at maximal consumption.

10%
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No chance for naive modeling

Best configuration for power consumption ? 
It depends.

5 x Pidle + 8 x Pprocess = X Watts

5 x Pidle + 8 x Pprocess = X Watts
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Naive model:



Outline
• Context

• Understanding the energy consumption of HPC 
systems

• Measuring accurately the energy consumption of HPC 
systems

• Modeling energy consumption of HPC systems

• Concluding broader remarks

Anne-Cécile Orgerie 14



Need for wattmeters and sound experimental campaigns
• To understand
• To build robust models 
• To get solid instantiations
• To obtain realistic algorithms

Energy consumption: a complex
phenomenon
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Performing measurements
Intel’s RAPL (Running Average Power Limit) interface 

Warning: RAPL counters ignore a large part of the power 
consumption of servers.
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Wrong idea #3
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Power consumption of Taurus-12

Big
difference

RAPL counters capture most of the power consumption of a server.



Reproducibility?

[Cluster 2017]

Idle power consumption varies over time.
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Methodology for measuring server 
consumption

Fixing all possible uncertainty sources.
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Wrong idea #4

17% difference in consumption for applications fully loading the server. 

[Cluster 2017]
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17%

The relation between power and CPU load is linear/quadratic/cubic.



Wrong idea #5
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Faster with Turboboost, but consuming more energy.
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Faster with Turboboost, and comsuming less energy.
[CCPE 2021]
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For a given application, there is a least consuming configuration.



Wrong idea #6

Anne-Cécile Orgerie
[ISCC 2021]
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Process placement onto cores

[JOCS 2020]
Up to 8% difference in average power 
consumption between unpaired and pairwise.
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Simulating energy consumption
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Simulating energy consumption
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Server profiling

To do for each computing kernel. 
At each frequency.
And each time we want to compare the model to real life.

[Cluster 2017]
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Simulating server clusters

[Cluster 2017]

Reproducible results: https://gitlab.inria.fr/fheinric/paper-simgrid-energy
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Cooling
Power generators
Batteries
…

Unused servers
Overprovisioning
Redundancy 
… 

Wasted energy at all levels of data centers

Power non-proportionality 
Dark silicon
Unused components
…



Models and simulation tools for what?
Capacity and energy planing
What-if scenarios
Algorithm analysis
Estimating VM energy

consumption
Estimating end-to-end 

energy consumption
Closing doors
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Increasing energy efficiency 
≠ reducing consumption
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Increasing energy efficiency 
≠ reducing consumption

Energy 
optimization

Resource cost 
reduction

Usage 
increase

Energy 
consumption 

increase

Beware of rebound effects!
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Full life cycle of servers
Dell PowerEdge R430 (Nova cluster)

Estimated carbon footprint (by Dell): 
8,150 kgCO2e

Source: Dell PowerEdge R430 carbon footprint, 2019.Anne-Cécile Orgerie 34



Life cycle of end devices

Anne-Cécile Orgerie 35Source: Product environmental report, Apple, 2018.

4 years of use



Numerous other environmental impacts

Source: Life Cycle Assessment for Mobile Products, Samsung, 2018.
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Thank you for your attention

http://people.irisa.fr/Anne-Cecile.Orgerie
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Saving energy
Low power processors (big.LITTLE)

Multi-core architectures

Energy-efficient dedicated 
architectures (FPGA, GPU)

Dynamic Voltage Frequency Scaling

Workload consolidation techniques

On/off policies

Hot spot management

Workload peak reduction

Dynamic adaptation
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Designing energy efficient algorithms

Anne-Cécile Orgerie

5 DCs with 20 homogeneous servers each, no migration

Optimal solution (dynamic programming algorithm) => 2 weeks
of computation on 30 Grid’5000 servers

[Chapter2018]SAGITTA is close to the optimal solution.
40



VM migration algorithm

Anne-Cécile Orgerie

1. Pre-allocation: incoming VM requests

[…]

2. Migration: moving running VMs between DCs with network constraints

a.Evaluate energy costs (VM migrations) and gains (expected remaining 

green energy on DCs) 

b.Schedule the VM migrations between DCs

3. Consolidation: packing VMs inside DCs

4. Allocation: actually send the commands to the servers

a.Switch ON/OFF servers

b.Deploy and migrate the VMs

Best-fit

Dichotomy

Expected value

Best-fit

Expected value
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Energy-efficient algorithm dissection

Anne-Cécile Orgerie

9 DCs and 1,035 servers in total

Theoretical lower bound => best-fit on a single DC

State-of-the-art: MBFD, OOD-MARE

[SBAC-PAD2018]
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